Statistics Corner

“Interpreting I nteraction Termswith
Continuous Variablesin Ordinary Least
Squar es Regression.”

By Kevin Sweeney

In our effort to make Lab Notes more interesting
and informative to our readers, the Lab is pleased
to add anew feature. In each issue one page will
be dedicated to a vexing methodological topic.
Our hope isthet lots of folks in the department
will contribute to this page on aregular basis. We
encourage dl to forward potentia topicsto
Sweeney. You never know, maybe we ll write
about it. Sincethiswasmy brilliant ideg, | get to
go first; and because of theintroduction | have
less than apage to work with — Yikes!

Theworld is not nearly as linear and additive
asit ssemsfrom looking at the satisticd models
that get published in political sciencejournds. A
familiar looking regresson modd, like (1),

Y =b, +b,X, +b,X, +e )

assumes the effect of an independent variable

X, on the dependent variable Y isadwaysthe
same, regardless of the vaues of the other
independent variables. In the complex world of
socid scienceit often makes senseto alow for the
possihility that the effects of one independent
variable vary according to the vadue of another. If
this were the case, we would estimate a model

like (2) where the interaction between X, X, is

Y=b, +b X, +b,X, +b,X,X, te (2)

added to the modd. The remainder of this page
will consder thistype of interaction for OLS,
whereboth X,and X, are continuous variables.
Y ou should know that interpreting interaction
termsin the case of binary independent or limited
dependent variables is somewhat different.

If you specified an equation like (2) it would
beincorrect to interpret either b, or b, asthe
margind effect on Y for a one unit changein
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‘ unless you were only
. interested in the cases
H where X,and X,=0. Your
l II

esimate of b, (and its
gtandard error) isonly the

familiar margind effect for
X, =0, and your estimate of b, (and its
standard error) isonly for X,=0. Giventhat O
may fal outside the observable range of one, or
both, of these variables — thisis not very useful.

The correct formulas for conditional
interpretation of coefficients (and their standard
errors) across the range of both covariatesin the
interaction are:

b, at X,=b+bX,

A~

b2 at X1:62+63Xl

~ ~ ~ ~ ~ 1
SE(B,atX,) = [var(B,) + X2 var(b,) +2X, cov( B, B,
1

SE(B,atX,) = [var(B,) + X 2var(B;) + 2X, cov( b, B,

where var is variance and cov is covariance.
Thisinformation is readily available post-
estimation from most statistical packages -
samply retrieve the variance- covariance matrix.

For an economica presentation of this
rich information, it may be useful to graph each
coefficient across the range of the other
vaiable. If you do thisyou will notice that
coefficients may switch signs and/or lose and
regain satistical sgnificance across the range of
the interaction, and you will notice (if you
haven't dready) that your estimated coefficients
for each variable are only good when the other
vaiablein theinteraction is zero.
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